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The grid environment requires a sustained high-performance network to transfer large amounts of data between collaborating sites with high bandwidth
connections. To satisfy this requirement, we will develop a grid-enabled data service infrastructure to replicate data across geographically distributed
sites. This infrastructure will consist of several pieces. A network instrumentation module, based on Network Weather Services (NWS), will collect
monitoring information about end-to-end network performance. A prediction module, based on performance history, will estimate the available network
bandwidth. A data mover module, based on GridFtp and BBFTP, will transfer large amounts of data across the Internet. The Storage Resource
Management (SRM) module will be used to manage the distributed data caches, and a scheduler module will use a maximum network flow algorithm to
arrange the data replication from a data depot to a destination site. This paper will provide the details of integrating these five modules into a well-
defined framework. We will target the creation of an unprecedented collaborative working environment for the Relativistic Heavy lon Collider (RHIC)
experiments at Brookhaven National Laboratory.
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